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# PENDAHULUAN

## Latar Belakang

Citra multispektral adalah pemisahan objek dalam hal fitur spesifik yang unik untuk setiap objek berdasarkan spektrum elektromagnetik (Kadyanan 2022). Dengan kata lain, citra multispektral dapat diartikan sebagai citra yang berisi data gelombang frekuensi secara detail yang direpresentasikan dalam spektrum elektromagnetik. Frekuensi penglihatan manusia hanya terletak pada rentang panjang gelombang 400-700 nm, dan akibatnya manusia hanya dapat melihat dan membedakan warna mulai dari ungu hingga merah (Santoso 2009). Sedangkan citra multispektral menangkap data dari berbagai panjang gelombang tertentu pada seluruh spektrum elektromagnetik sehingga memberikan lebih banyak informasi yang diperlukan dalam menganalisis karakteristik dan identifikasi komponen yang menyusun pada citra yang ditangkap (ElMasry *et al.* 2019). Oleh karena itu citra multispektral dapat menampilkan spektrum cahaya lain yang tidak tampak oleh penglihatan manusia yang sangat berguna untuk bermacam kebutuhan penelitian.

Dalam dunia pertanian, citra multispektral sering digunakan untuk memetakan kesuburan lahan persawahan padi dengan menggunakan Bagan Warna Daun (BWD) atau Leaf Color Chart (LCC) dimana warna daun padi menjadi parameter kebutuhan pupuk tanaman padi (Nasution *et al.* 2022). Citra multispektral dapat pula digunakan sebagai data latih untuk membuat sebuah model *machine learning* yang nantinya digunakan untuk mengklasifikasikan tingkat kesuburan lahan pertanian, tetapi tentunya hal ini membutuhkan *record* data yang cukup banyak untuk melatih model tersebut (Wijayanto *et al.* 2020).

Citra multispektral dapat diperoleh melalui alat UAV multispektral. UAV (*Unmanned Aerial Vehicle*) merupakan sebuah pesawat tanpa awak yang dapat dikendalikan oleh manusia menggunakan remot kontrol (Fahlstrom *et al.* 2022). UAV multispectral merupakan sebuah alat yang sangat efisien dalam melakukan monitoring tanaman padi di sawah (Wang *et al.* 2021). UAV memiliki berbagai sensor yang bisa menyamai sensor yang terdapat pada satelit sehingga dapat digunakan pada bidang pertanian dengan efisiensi yang tinggi untuk skala lapangan dalam pengambilan data (Shofiyanti 2011). Dengan efisiensi yang ditawarkan maka UAV multispectral banyak dimanfaatkan untuk memetakan dan menganalisis lahan persawahan.

Pada penelitian yang dilakukan oleh wang et al pada tahun 2021, mereka ingin memprediksi status ketersediaan nitrogen tanaman padi pada fase vegetatif menggunakan UAV multispectral. Di dalam penelitian ini mereka mendapati bahwa UAV multispektral cukup efisien ketika digunakan untuk memantau status nitrogen tanaman padi di sawah. Namun, ada beberapa gangguan latar belakang seperti banjir dan tanah gundul pada lahan sawah. Hal ini menciptakan masalah data yang tidak seimbang ketika mereka mencoba membuat sebuh model prediksi status nitrogen untuk tanaman padi pada data citra multispektral (Wang *et al.* 2021). Masalah serupa terjadi pada sebuah lahan persawahan di kecamatan Dramaga. Persebaran tanaman padi yang berkebutuhan pupuk tinggi dan berkebutuhan pupuk rendah tidak sama banyak dalam satu lahan sawah. Akibatnya ketika melakukan pengambilan data citra multispektral pada area sawah tersebut, jumlah data yang diperoleh tidak seimbang antara data kelas dengan kebutuhan pupuk tinggi dan data kelas dengan kebutuhan pupuk rendah.

Data yang tidak seimbang (imbalance) bisa menjadi masalah ketika para peneliti ingin melakukan training model untuk mendapatkan model klasifikasi pemetaan kesuburan lahan menggunakan machine learning, karena setiap kelas data tidak memiliki jumlah yang sama, sehingga membuat tingkat akurasi klasifikasi pada setiap kelas menjadi tidak maksimal (Zhang *et al.* 2021).  Distribusi kelas yang tidak seimbang akan sangat mempengaruhi kinerja machine learning dalam membuat model klasifikasi. Dampaknya adalah pengklasifikasian menjadi bias atau *overfitting* terhadap *record* data yang jumlah kelasnya lebih banyak (Patel *et al.* 2020).

Ada beberapa pendekatan dalam mengatasi data imbalance yaitu pendekatan pada tingkat data dan pendekatan pada tingkat algoritme. Pada pendekatan tingkat data menggunakan *oversampling* dan undersampling. Dikatakan pendekatan tingkat data karena mereka langsung memanipulasi data yang ada pada dataset demi menyeimbangkan sampel data dengan cara mengurangi sampel data mayoritas ataupun menghapus kelas minoritas. Kekurangan dari teknik *oversampling* ini yaitu bisa terjadi over fitting ketika dilakukan pelatihan model sedangkan untuk teknik undersampling dapat menyebabkan kehilangan beberapa sampel data yang (Rout *et al.* 2018). Lalu tipe yang kedua adalah pendekatan tingkat algoritme atau biasa disebut sebagai pendekatan internal karena memanfaatkan desain algoritme klasifikasi baru atau memodifikasi algoritme yang ada demi mengatasi bias akibat ketidakseimbangan data (Spelmen dan Porkodi 2018).

Fokus utama pada penelitian ini adalah ingin menambah jumlah sampel data. Maka dari itu pendekatan yang akan digunakan adalah pendekatan tingkat data (*Data-Level Approaches*) dengan teknik *oversampling*. Teknik *oversampling* yang populer digunakan saat ini adalah SMOTE (*Synthetic Minority Oversampling Technique*) (Douzas *et al.* 2019). Algoritme SMOTE telah terverifikasi efektif dan valid dalam memproduksi sampel data sintetis dan telah banyak variasi SMOTE yang dibuat oleh beberapa peneliti (Xie dan Zhang 2018). Teknik *oversampling* lainnya yaitu dengan menggunakan algoritme GAN (*Generative Adversarial Networks).* GAN merupakan sebuah algoritme deep learning yang yang digunakan untuk membuat data sintetis dari hasil pelatihan dua buah model algoritme yang saling bersaing (*adversarial*). Berbeda dengan SMOTE yang melakukan pendekatan pembelajaran berdasarkan informasi lokal dari dataset yang ada, GAN melakukan proses pembelajaran pada keseluruhan distribusi sampel data (Xie dan Zhang 2018). Perbedaan lainnya yaitu pada SMOTE memproduksi sampel data sintetis di sepanjang garis yang menghubungkan antar sampel data minoritas, sedangkan GAN bekerja dengan memperkirakan distribusi data aslinya lalu memproduksi data sintetis untuk kelas minor (Douzas dan Bacao 2018).

Secara umum, algoritme *Generative Adversarial Network (GAN)* digunakan untuk memproduksi citra sintetis/buatan dengan mempelajari data nilai pixel pada citra aslinya. Kita ketahui bersama bahwa nilai pixel pada sebuah citra mengikuti sebaran normal atau distribusi gauss, yang dapat dinormalisasi menjadi [-1,1] dengan menggunakan transformasi min-max. Sedangkan data tabular biasanya memiliki nilai kontinu yang bukan merupakan sebaran normal. Jadi ketika dilakukan transformasi min-max pada data tersebut maka menyebabkan *vanishing gradient problem* pada saat diimplementasikan ke *GAN* (Xu *et al.* 2019).

Untuk mengatasi masalah tersebut, Xu *et al. (*2019) melakukan penelitian dengan judul “*Modeling Tabular Data using Conditional GAN*”. Mereka ingin mengembangkan algoritme *Conditional GAN* agar dapat digunakan untuk memproduksi data sintetis pada data tabular. Kemudian mereka berhasil mengembangkan algoritme *GAN* yang mereka sebut sebagai *CTGAN (Conditional Tabular Generative Adversarial Network).* Mereka menunjukkan bahwa CTGAN mampu mempelajari distribusi data secara lebih baik dibandingkan *Bayesian Network*. Sedangkan mereka mengamati bahwa sejauh ini belum ada *deep learning generative model* yang mampu mengungguli Bayesian Network selain CTGAN ini.

Oleh karena itu, penulis tertarik untuk meneliti apakah dengan menerapkan algoritme CTGAN tersebut dapat menghasilkan data sintetis yang valid dan dapat digunakan untuk menambah data *imbalance* pada citra multispektral lahan sawah untuk pemetaan kesuburan lahan.

## Rumusan Masalah

Data citra lahan sawah umumnya imbalance sehingga tidak cukup untuk digunakan dalam pemodelan pemetaan kesuburan lahan sawah, maka penulis merumuskan masalah pada penelitian ini adalah sebagai berikut:

1. Bagaimana penerapan algoritme GAN *(Generative Adversarial Network)* untuk memproduksi data sintetis demi mengatasi *Imbalance Data* Citra Multispektral Lahan Sawah dalam pemetaan Kesuburan Lahan?
2. Apakah data sintetis yang dihasilkan oleh model algoritme GAN ini dapat digunakan sebagai data training yang valid?

## Tujuan

Berdasarkan latar belakang dan rumusan masalah, maka tujuan dari penelitian ini adalah sebagai berikut:

1. Menerapkan algoritme GAN *(Generative Adversarial Network)* untuk membangkitkan data tambahan/sintesis citra multispektral lahan sawah.
2. Membuat model klasifikasi kesuburan lahan sawah menggunakan data citra multispektral yang sudah ditambah dengan data sintetis.
3. Menganalisis pengaruh penambahan data sintetis terhadap akurasi model klasifikasi.

## Manfaat

Dengan menggunakan model dari GAN tersebut dapat membantu para peneliti dalam menambah data citra multispektral lahan sawah yang tidak seimbang sehingga para peneliti tidak mengulang pengambilan data ketika mengalami ketidakseimbangan data.

## Ruang Lingkup

Ruang lingkup pada penelitian ini adalah sebagai berikut:

1. Penelitian ini menggunakan data sekunder citra multispektral yang diambil dari kamera UAV multispectral di atas lahan persawahan di Kecamatan Dramaga yang telah diambil dari penelitian sebelumnya.
2. Masing-masing *record* data menunjukkan rata-rata fitur multispectral pada suatu grid sawah berukuran 4 x 4 meter.
3. Label data adalah level kebutuhan pupuk pada grid-grid sawah tersebut, yang diukur menggunakan Bagan Warna Daun (BWD) atau Leaf Color Chart (LCC), di mana warna daun padi menjadi parameter kebutuhan pupuk tanaman padi.
4. Implementasi algoritme GAN (Generative Adversarial Network) menggunakan bahasa pemrograman python dengan memanfaatkan library tensorflow.

# TINJAUAN PUSTAKA

## Citra Multispektral untuk Pemetaan Lahan Sawah

Citra multispektral dapat menampilkan spektrum cahaya baik yang tampak maupun tidak tampak oleh penglihatan manusia, spektrum ini berguna untuk bermacam kebutuhan penelitian. Citra multispektral menangkap data dari berbagai panjang gelombang tertentu pada seluruh spektrum elektromagnetik sehingga memberikan lebih banyak informasi yang diperlukan dalam menganalisis karakteristik dan identifikasi komponen penyusun objek pada citra yang ditangkap (ElMasry *et al.* 2019).

Saat ini, teknologi citra multispektral juga telah banyak diimplementasikan dalam dunia pertanian seperti penentuan kualitas pangan dan tanaman seperti sereal, kacang-kacangan, buah-buahan, dan sayur-sayuran. Dengan memanfaatkan citra multispektral, kita dapat mendeteksi kualitas, mengevaluasi parameter fisiokimia, mendeteksi mikrobiologi, mendeteksi varietas, tingkat kontaminasi, hingga kecacaran pada pangan dan tanaman (Su dan Sun 2018).

Citra multispektral untuk pemetaan lahan sawah dapat diperoleh melalui alat yang bernama UAV multispektral. UAV (*Unmanned Aerial Vehicle*) sendiri merupakan sebuah pesawat tanpa awak yang dapat dikendalikan oleh manusia menggunakan remot kontrol (Fahlstrom *et al.* 2022). UAV memiliki berbagai sensor yang bisa menyamai sensor yang ada pada satelit sehingga dapat digunakan pada bidang pertanian dengan efisiensi yang tinggi untuk skala lapangan dalam pengambilan data (Shofiyanti 2011). UAV multispektral merupakan sebuah alat yang sangat efisien dalam melakukan monitoring tanaman padi di sawah (Wang *et al.* 2021). Dengan efisiensi yang ditawarkan, UAV multispectral banyak digunakan dalam pemetaan dan menganalisis lahan persawahan.

Di dalam sebuah penelitian yang dilakukan oleh Rokhmatuloh *et al.* (2019) dengan judul “Pemetaan Sawah Padi menggunakan citra UAV Multispektral”. Penelitian ini ingin meneliti seberapa efektif sensor citra multispektral yang ada pada UAV untuk menghasilkan nilai NDVI (Normalized Difference Vegetation Index) dalam memetakan persawahan. UAV Multispektral yang digunakan memiliki sensor multispectral empat bands yaitu green, red, red edge, dan near-infrared. Dalam melakukan pemetaan sawah padi mereka menggunakan nilai NDVI sebagai alat untuk membedakan berbagai jenis dan karakteristik tanaman. Untuk menghitung nilai NDVI ini digunakan formula perhitungan sebagai berikut:

(1)

dimana red dan NIR merupakan nilai radiasi red (cahaya tampak) dan near-infrared yang ditangkap oleh sensor.

Dari hasil penelitian yang dilakukan oleh Rokhmatuloh *et al.* (2019) didapatakan kesimpulan bahwa sensor multispektral pada UAV telah berhasil digunakan untuk menghasilkan nilai NDVI untuk membantu memetakan lahan sawah dengan dapat membedakan jenis jenis tanaman yang ada pada lahan sawah yang diteliti. Selain itu nilai NDVI yang dihasilkan pula dapat membedakan umur tanaman padi. Tetapi nilai NDVI ini masih bervariasi dan tidak jarang beberapa tanaman yang sama memiliki nilai NDVI yang berbeda.

## Masalah dalam Imbalance Data

Ketidakseimbangan data kelas pada sebuah dataset terjadi karena adanya kelas yang jumlah datanya sedikit (kelas minoritas) dibandingkan kelas lain (kelas mayoritas). Sebagai contoh dari 1000 jumlah sampel terdapat 99% data yang tergolong kelas mayoritas dan hanya terdapat 1% data yang tergolong kelas minoritas, lalu ketika melakukan pelatihan model didapatkan akurasi 99% yang sebenarnya akurasi itu hanya berasal dari kelas mayoritas sedangkan kelas minoritas didominasi oleh kelas mayoritas, bisa saja 1% data minoritas tersebut mengandung inforamsi yang penting. Sehingga ketika menjalankan model klasifikasi, sebagian besar akan salah mengklasifikasikan *(missclassification)* sampel data kelas minoritas, sedangkan sampel data pada kelas mayoritas akan jarang untuk terjadi kesalahan klasifikasi (Ali *et al.* 2019). Kesalahan klasifikasi pada model seperti ini memberikan dampak pada kerugian biaya dan waktu (Longadge *et al.* 2013).

Data yang tidak seimbang *(imbalance)* dapat menjadi masalah pada saat peneliti ingin melakukan training model untuk mendapatkan model klasifikasi menggunakan machine learning, karena setiap kelas data tidak memiliki jumlah yang sama, sehingga membuat tingkat akurasi klasifikasi pada setiap kelas menjadi tidak maksimal (Zhang *et al.* 2021).  Ketika melakukan klasifikasi data dengan distribusi kelas yang tidak seimbang akan sangat mempengaruhi kinerja machine learning dalam membuat model klasifikasi. sehingga akibatnya adalah pengklasifikasian menjadi bias terhadap *record* data yang jumlah kelasnya lebih banyak (Patel *et al.* 2020)

Pendekatan yang dapat dilakukan dalam mengatasi data imbalance yaitu pendekatan pada tingkat data dan pendekatan pada tingkat algoritme. Pada pendekatan tingkat data menggunakan *oversampling* dan undersampling. Dikatakan pendekatan tingkat data karena mereka langsung memanipulasi data yang ada pada dataset demi menyeimbangkan sampel data dengan cara mengurangi sampel data mayoritas ataupun menghapus kelas minoritas. Kekurangan dari teknik *oversampling* ini yaitu bisa terjadi over fitting ketika dilakukan pelatihan model sedangkan untuk teknik undersampling dapat menyebabkan kehilangan beberapa sampel data yang (Rout *et al.* 2018). Lalu tipe yang kedua adalah pendekatan tingkat algoritme atau biasa disebut sebagai pendekatan internal karena memanfaatkan desain algoritme klasifikasi baru atau memodifikasi algoritme yang ada demi mengatasi bias akibat ketidakseimbangan data (Spelmen dan Porkodi 2018).

## Generative Adversarial Networks

Algoritme Generative Adversarial Networks (GAN) merupakan salahsatu jenis algoritme *oversampling*. Dikatakan *oversampling* karena algoritme ini berusaha membuat atau *generate* data sintetis baru menyerupai data yang dimiliki dengan tujuan menambah jumlah sampel data. GAN bekerja dengan mempelajari distribusi data asli baik data mayoritas maupun data minoritas yang jumlahnya terbatas, lalu memanfaatkan distribusi yang telah dipelajari untuk menghasilkan data sintetis (Sampath *et al.* 2021).

Algoritme gan pertamakali diperkenalkan oleh Goodfellow *et al.* (2014). Sesuai namanya, GAN merupakan dua jaringan machine learning yang saling bersaing *(adversarial)* untuk mengoptimalkan kinerja masing masing. Kedua jaringan itu ialah *Generator* dan *Discriminator. Generator* akan membuat data sintetis dengan tujuan untuk menipu diskriminator sedangkan diskriminator akan mencoba membedakan antara dara asli dengan data yang dibuat oleh diskriminator. Kedua jaringan ini memiliki kemampuan untuk mengoptimalkan kinerja masing-masing dengan konsep backpropagation. Ketika *discriminator* berhasil membedakan antara data asli dengan data sintetis maka dikembalikan sebagai feedback ke *generator* dan generator akan berusaha meningkatkan kinerjanya. Begitu pula sebaliknya diskriminator akan terus belajar untuk membedakan data palsu dan data asli secara akurat. Proses pelatihan selesai ketika diskriminator tidak lagi dapat membedakan antara data asli dan data sintetis. Secara matematis Goodfellow *et al.* (2014) menggambarkan GAN dalam persamaan (2).

(2)

dimana z adalah variabel input dengan sampel data berupa random noise untuk melatih jaringan *Generator,*  merepresentasikan probabilitas x merupakan data asli bukan merupakan data hasil dari *Generator* . Diskriminator (D) dilatih untuk memaksimalkan probabilitas penentuan sampel data asli dan data sintetis. Secara simultan, Generator (G) dilatih untuk meminimalkan nilai agar D dapat terkecoh. Dengan kata lain, D dan G memainkan permainan minimax-game.

Di dalam paper tersebut pula disebutkan metode *Conditional Generative model* untuk mendapatkan data sintetis sesuai kelas yang diinginkan. Dengan secara sederhana menambahkan variabel y sebagai input tambahan pada D dan G.

(3)

*Conditional model* ini mampu mengarahkan proses generasi data sehingga output dari G dapat dikontrol sesuai apa yang diinginkan. Nilai y ini merupakan informasi tambahan dapat berupa label kelas setiap data (Mirza dan Osindero 2014).

# METODE PENELITIAN

## Data Penelitian

Data yang digunakan pada penelitian ini merupakan data sekunder yang diambil pada sebuah penelitian oleh Kahfi Gunardi seorang mahasiswa Program Magister IPB University yang meneliti tentang Perbandingan Algoritme Klasifikasi untuk Mendeteksi Kebutuhan Nitrogen Tanaman Padi berdasarkan Data Citra Multi-spektral Drone. Pengambilan data citra multispektral ini menggunakan sensor kamera *Unmanned Aerial Vehicle* (UAV) atau Drone pada lahan sawah di Margajaya Kecamatan Dramaga, Kabupaten Bogor.

## Tahapan Penelitian

Penelitian ini mencakup beberapa tahapan, yang ditunjukan pada diagram alir berikut :

### Studi literatur

### Praproses data

### Perancangan model tanpa menggunakan GAN

### Implementasi GAN dan perancangan model

### Analisis kedua model yang dihasilkan

### Evaluasi hasil

## Lingkungan Pengembangan

Spesifikasi perangkat keras dan perangkat lunak yang digunakan untuk penelitian ini adalah sebagai berikut:

### Perangkat keras dengan spesifikasi:

* *Processor* AMD Reyzen 5 4600H CPU @ 3.0Ghz.
* *Graphic Processor* NVIDIA**®** GeForce**®** GTX 1050.
* RAM 16 GB.
* SSD 512 GB.

### Perangkat lunak yang digunakan:

* Sistem Operasi Windows 11 64-bit
* Bahasa Pemrograman phyton
* Lingkungan Pengembangan Google Colabs.
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